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Abstract 
 
 The project explored the application of Artificial Intelligence (AI) to aid future projects 

conducted by the Venice Project Center (VPC) improving accessibility to project data and 

impacts. The team created a website and worked to identify the most viable AI tools available to 

the VPC and conducted user testing to assess usefulness. Four functional prototypes were 

developed, along with the compilation of already existing tools that could be useful to future 

VPC project groups. Results of user testing were utilized to recommend future expansion of the 

website and potential applications that may be feasible in coming years. 
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Executive Summary 
   

 The Venice Project has been operating for over thirty years and has sponsored over 300 

student-led projects covering numerous aspects of Venetian society including everything from 

infrastructure to economy and lifestyle. These projects have had numerous significant impacts on 

the Venetian community and the accumulations of a number of deliverables including student 

project reports, software applications, and open data that can be accessed through the VPC 

Website. Unfortunately, drawing meaningful information about the VPC’s impacts is challenging 

given the lack of an interface to interact with the data and project reports. The project reports can 

be anywhere from fifty to one-hundred pages in length, making it unlikely for an interested party 

to read the entire report especially from the view of a non academic source. The data compiled 

by the VPC are also primarily in the form of comma separated value (CSV) files, which is how 

excel sheets are formatted, with hundreds to thousands of lines of data which cannot be analyzed 

without a third party tool or manual analysis of the files which is impractical and limits 

accessibility. Compiling the various reports generated into a more digestible format coupled with 

the data management issues has presented the VPC with a time-consuming and labor-intensive 

problem. 

The VPC could circumvent these hurdles by investigating and implementing the various 

AI tools available and educating its sponsored students on the effective and ethical use of AI. 

This project aims to identify various publicly available AI tools that could be integrated into the 

VPC’s current workflow and implement functional prototypes that future project groups can 

utilize to enable students to have a greater impact on the Venetian community. To achieve this 

goal, the team completed the following objectives: 

1. Explore the use of AI for the VPC’s research 

2. Produce functional prototypes of various AI tools for the VPC 

3. Examine how AI can be utilized in future research for the VPC 

To experiment with possible AI tools that could apply to the VPC, we first had to 

discover what AI tools were available. We evaluated a number of tools basing our decisions on 

popularity and accessibility. We evaluated a number of tools on a variety of metrics to categorize 

and identify the tools capable of enabling us to create our functional prototypes which we would 



 

then store in a table for comparison. After creating our base website, we then engaged in a 

workflow consisting of identifying an opportunity to implement AI for the VPC, beginning the 

design and development of the prototype, periodically assessing the feasibility of the prototype, 

and finally presenting our findings to our sponsor SerenDPT. We continued this production cycle 

for several iterations allowing us to explore the practicality of several tools without dedicating 

excessive time to a single tool. After the completion of our previously stated goals and final 

polishing of the website was complete, the group conducted a user study of current VPC students 

to see how the website could be useful for their own projects, and what tools they’d like to see in 

future iterations. 

By following the production cycle, the team was able to produce a total of five tools to be 

deployed on the website which was developed with ease-of-use and aesthetically pleasing 

designs in mind. The first tool formed the foundations for the tools to follow. A table was 

developed capable of comparing Large Language Models (LLM) by gathering a number of 

metrics typically available via an LLM’s technical specifications. The table allows the user to 

sort LLM’s by any of the metrics measured in the table. We then used the table in the assessment 

of models in the production of our functional prototypes. 

For our second tool we decided on the development of a chatbot capable of responding to 

VPC-specific questions. Our initial plan for the chatbot was to feed the LLM project reports as 

context for a user’s query to provide an accurate response. Using our evaluation tool, we decided 

to develop the tool using Gemini 1.5 Flash, a Large Language Model developed and maintained 

by Google, due to its ability to handle file uploads, significantly larger number of input tokens, 

and free usage. By vectorizing project descriptions provided by the VPC project report master 

sheet, we were able to design a system to retrieve the most closely related project reports to the 

user's query. Though this system was successful we quickly realized several flaws with our 

approach mostly related to excessive response time. We then reworked our design to offer the 

user the option to select one of three recommended projects to ask specific questions about. By 

only uploading one file at a time we were able to significantly improve response time and 

accuracy, and still provided relevant projects utilizing our vector database. 

 Our third tool was a chatbot aimed at more accurately answering VPC related questions 

from multiple different reports instead of just one. The approach involved parsing the project 

reports into two-paragraph chunks of text, with approximately two sentences of overlap to ensure 



 

coherence, which would then be stored in our existing database to later have a semantic search 

performed. This would allow multiple snippets of useful information to be pulled from various 

different project reports before being sent as context for a user's question allowing for quicker 

analyzation of the provided project report chunks and more accurate responses.  

 The fourth tool we developed was a chatbot that utilized the VPC's CSV data, offering 

precise answers to Venice-related questions beyond the scope of the report chatbots. This is done 

by storing the raw CSV data in a database and querying it using code written by the AI tool used 

(Google Gemini 1.5-Pro). The results of the query are then returned to the user as a chatbot 

message. For example, if the user asks: “What is the widest fountain in Venice?,” the chatbot 

queries the database and returns the name and the width of the widest fountain in the data 

provided. The user is then able to further ask about this fountain, such as the sestiere 

(neighborhood) in which the fountain is located, or its height, whether it is active or not, and 

more. 

 Our final tool was a podcast generator capable of creating podcasts up to ten minutes 

long by sending a pdf file to ChatGPT’s “tts-1” model. A transcript is provided and styled along 

with the podcast for the user to provide along with it. The podcast is automatically downloaded 

onto the user's local computer. The podcasts generated go into detail about the file provided, 

which must be a pdf, and provide key summaries, insights, and details about the subject matter. It 

can be used to generate summary podcasts of all the VPC student project reports to be published 

on their website to reformat lengthy reports into a more digestible format for the layman. 

Unfortunately, this tool does incur a fee of 15 to 20 cents upon usage, and could easily be 

exploited to generate excessive charges to SerenDPT, so it was omitted from the final website 

and access was only be given to SerenDPT staff. 

User testing was then conducted on a sample of ten students currently working at the 

VPC, covering two members from each project group currently conducting research on various 

topics. Results of user testing highlighted various bugs in the three chatbots created and various 

features students would like to see in future iterations. The greatest problem encountered was 

undeniably the lack of proper organization and faulty data held within the CSV files. It was also 

apparent that for the chatbot utilizing project reports further decomposition of the reports 

themselves were necessary along with more direction in what data should be sent to the AI 

model to obtain an appropriate response. 



 

This project demonstrated the potential for integrating artificial intelligence into the 

VPC’s workflow, focusing on improving data accessibility, usability, and impact assessment. Our 

findings underline the importance of AI in automating repetitive tasks, improving user 

interaction, and expanding the VPC's impact. Although challenges remain, such as chatbot 

response times and the technical complexity of integrating AI systems, the tools developed 

during this project provide a strong foundation for future work. We recommend future groups 

optimize the scalability of existing tools to improve response time and expand functionality to 

enable the analysis of a wider variety of data sets. We recommend continuing the exploration of 

AI models while incorporating more extensive feedback mechanisms to be incorporated into 

future website iterations. 

By building on the groundwork established in this project, the VPC can further harness 

AI to enhance its contributions to the Venetian community, ensuring sustainable and impactful 

use of its data and research. 
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1.0 Introduction 

The Venice Project Center (VPC) has sponsored the creation of over 300 student-led 

projects addressing a wide array of social, environmental, and infrastructural challenges the 

Venetian community faces. These projects have generated significant findings, insights, and 

practical deliverables that have contributed to the better understanding and possible resolution of 

issues such as over-tourism, environmental degradation, and preserving Venice's unique cultural 

heritage. Despite the success of these various initiatives, the long-term accessibility of the data 

produced and dissemination of the impacts of these projects has been an ongoing challenge. All 

the data produced must be manually updated or transferred to new platforms to preserve the 

outcomes over the years. Compiling the various reports generated into a more digestible format 

coupled with the data management issues has presented the VPC with a time-consuming and 

labor-intensive problem. 

The VPC could circumvent these hurdles by investigating the various AI tools available 

and educating its employees and sponsored students on the effective and ethical use of AI. 

Researchers suggest that while AI systems lack an understanding of the truth value of text, 

oversight by human experts can mitigate inaccuracies and ensure proper validation of 

AI-generated material (Hosseini et al., 2023). When balanced with human oversight and 

responsible implementation, these concerns can help address skepticism and ethical 

considerations tied to AI in content creation. 

 This project aims to identify various publicly available AI tools that could be integrated 

into the VPC’s current workflow and implement functional prototypes that future project groups 

can utilize to enable students to have a greater impact on the Venetian community. By identifying 

already existing tools that could be relevant to the VPC’s objectives students will be 

well-equipped to utilize AI for the progression of their project's goal while maintaining academic 

integrity and improving productivity. Functional prototypes provide an array of tools relevant to 

the VPC capable of answering project-specific questions, generating media regarding the VPC, 

or analyzing sets of data. Due to the technical nature of this project, some general understanding 

of the basics of artificial intelligence is necessary.  



 

2.0 Background 

 The background chapter explores an analysis of the Venice Project Center’s objectives 

and student projects to understand what sort of data the AI tools handle and what deliverables are 

feasible. The chapter structure is be as follows: a brief overview of artificial intelligence, the 

stigmas and ethical concerns of using AI for generating content based on others’ work, a basic 

understanding of artificial intelligence and its various considerations such as hallucinations and 

information validation, an overview of the VPC and its various resources, and finally an 

assessment of modern behaviors in regards to content consumption. 

 

2.1 Artificial Intelligence and Machine Learning 

 

  McCulloch and Pitts (1943) first introduced the concept of Artificial Intelligence (AI) 

and Machine Learning (ML) as a means to attempt to explain how neurons work together to 

perform actions in a brain. A seminal mathematical neuropsychology study considerably 

predating the concept of computer science, this research would lay the foundations for what 

would become the basis for modern artificial intelligence. Conceptually, this study explained 

how neurons work in an “all-or-none” fashion, either sending signals or not. This was the basis 

for the simplest form of Artificial Intelligence possible – simple neurons that send signals or not 

if certain conditions are met, essentially making decisions based on the environment around 

them.  

 As a field, Artificial Intelligence was first proposed by McCarthy et al. (1955) with “A 

Proposal for the Dartmouth Summer Research Project on Artificial Intelligence,” a publication 

that would culminate in the 1956 Dartmouth Conference, which is considered the “birth of 

Artificial Intelligence.”  

According to McCarthy et al. (1956):  

An attempt will be made to find how to make machines use language, form abstractions 

and concepts, solve kinds of problems now reserved for humans, and improve 

themselves. We think that a significant advance can be made in one or more of these 



 

problems if a carefully selected group of scientists work on it together for a summer (p. 

2). 

 After this, the authors would define problems that they would discuss at the following 

year’s conference, such as automatic computers, how computers can be programmed to use a 

language, theoretical aspects behind neuron nets – now commonly called neuron networks, 

self-improvement – or, in modern terms, machine learning, and controlled randomness and 

creativity. 

 As per modern artificial intelligence, Russell and Norvig (2016) define AI as, “the study 

of agents that receive percept from the environment and perform actions.” Generally, artificial 

intelligence agents can be categorized into three categories (Strelkova, 2017):  

- Artificial Narrow Intelligence (ANI): AI that can decide in only one sphere, such as an 

agent that can play chess, but only chess. 

- Artificial General Intelligence (AGI), or an AI that reaches and passes the intelligence 

level of a human, meaning it is able to reason, think abstractly, comprehend complex 

ideas, and learn from experience. 

- Artificial Super Intelligence (ASI), is an AI that far surpasses human capabilities in every 

field, such as scientific creativity, general wisdom, and social skills.  

At the present moment, humans have only been able to reproduce the lowest level of 

these models, ANIs. 

 It is very difficult to define precisely what artificial intelligence is without understanding 

the basis of how it came to be and what problem it is trying to solve. The use of AI models in the 

present day is a culmination of research done over the past 80 years. Comprehending the modern 

categories of artificial intelligence agents and their capabilities is pivotal before delving into any 

kind of research in the field. 

2.1.1 Tokenization 

 Tokenization, or the process of dividing text into meaningful typographical units, called 

tokens, is pivotal in feeding text data into Artificial Intelligence models that recognize human 

language in the field of Natural Language Processing (NLP) (Michelbacher, 2013). The process 

works by breaking sentences into smaller fragments that the AI model can process into data it 

can understand. This is done to maintain the context of the word. For example, if the word 



 

“don’t” were divided into segments based on punctuation, there would be three tokens without 

much meaning: “don”, “ ‘ “, and “t”. Instead, it is taken as two tokens: “do” and “n’t,” one 

conveying the idea of “doing” something, while the other conveys the negative (Mielke et al., 

2021). This process means that for different languages, the number of words that a token 

represents differs. For example, the same tokenizer used by ChatGPT and GPT-4 uses 1.6 times 

more tokens for the Italian language than it does for English; and 3 times more for Arabic. Often, 

companies will base the pricing for their models on the amount of tokens needed to process data 

(OpenAI, 2024). 

2.1.2 Ethical Concerns of Large Language Model Usage 

  

The exponential growth that large language models (LLMs) have seen throughout recent 

years has raised ethical concerns regarding their use, especially in the academic field. As 

Vykopal states, “The capability to generate an arbitrary amount of human-like texts can be a 

powerful tool for disinformation actors willing to influence the public by flooding the Web and 

social media with content during influence operations” (pg #1). Academic writers and 

researchers are especially concerned about the use of LLMs as a form of cheating since many 

believe that the automation of research and writing presents a threat to the integrity of their work 

(Giray, L., 2024). LLM-generated work can also fall into a morally gray area since it is nearly 

impossible to identify and properly give credit to the authors of the text upon which the LLM 

was trained (Freyer, N. et al., 2024). This has led people to automatically perceive 

LLM-generated material negatively, even though it may be indistinguishable from 

human-written work (Harasta et al., 2024). While these are valid and rational concerns, LLMs 

can be used ethically to simplify work, automate tasks, and even as a content and text generator 

through a balance of transparency and LLM fine-tuning development. 

Using LLMs to simplify the material for the layperson can significantly enhance 

language accessibility, especially for marginalized groups such as non-native speakers or 

individuals with cognitive disabilities. As Freyer highlights, "accessing language is an important 

support to individual autonomy and justice" (Freyer, N. et al., 2024). For those who face 

challenges in understanding complex language, the ability to simplify texts through LLMs could 

allow them to engage more fully in society. By reducing intellectual barriers, LLMs could help 



 

ensure equality of opportunity (Freyer, N. et al., 2024) as accessible language is crucial for 

education and procedural knowledge. This use of LLMs promotes inclusivity and addresses 

ethical obligations to create a more just society where individuals can participate in public 

discourse. 

While there is a clear net positive in disseminating LLM-generated text, there are still 

significant ethical risks. LLMs, trained on vast amounts of data, learn social biases, hallucinate, 

or oversimplify complex matters that could mislead vulnerable populations (Freyer, N. et al., 

2024). Freyer emphasizes that the proneness of misunderstanding among certain groups raises 

the "risk of exploitation, abuse, and confusion." This is particularly concerning when LLMs 

generate easy-read text summaries or when simplifying large or complex written work, as 

inaccuracies or biases in these translations may disproportionately harm those with lower 

language comprehension skills (Freyer, N. et al., 2024). The potential for information loss also 

poses ethical challenges, particularly in contexts where precision is crucial. Without human 

oversight, these risks may lead to responsibility gaps, where no one is held accountable for the 

harmful effects of inaccurate or misleading outputs (Freyer, N. et al., 2024). It is the 

responsibility of the developer and publishers of LLM-generated material that the model is 

trained with diverse data and that all generated material is meticulously proofread (Freyer, N. et 

al., 2024). 

A foundational step toward mitigating AI shaming is establishing transparency and 

accountability in AI usage. Giray says “Academic practitioners should openly declare their use 

of AI, fostering transparency and accountability. For instance: 'In preparing this work, I utilized 

ChatGPT 3.5 for outlining and proofreading. Subsequently, I carefully reviewed and edited the 

content to ensure accuracy and coherence. I take full responsibility for the integrity of this 

publication.'" (Giray, L., 2024) and then proceeds to include an acknowledgment section after 

their conclusion that states he used ChatGPT in the writing of their paper. By being transparent, 

publishers and writers can preemptively address concerns about the authenticity and reliability of 

AI-assisted research. 

There is a delicate balance in using LLMs ethically. A major ethical concern with LLMs 

is the lack of transparency, so some suggest a total ban. Banning the use of LLMs entirely could 

never be enforceable and would only encourage undisclosed use, and as Hosseini et al. (2023) 

argue, “the most reasonable response to the dilemmas posed by LLMs is to develop policies that 



 

promote transparency, accountability, fair allocation of credit, and integrity” (pg #13-14). 

Specifically, the inclusion of disclosure in the introduction of a methods section of a given 

LLM-generated paper as mentioned earlier. This balance between accessibility and safety is 

essential in ensuring that LLMs contribute positively to society without inadvertently causing 

harm to the very groups they aim to support. 

It is possible to use LLMs effectively as long as humans review LLM-generated work to 

mitigate LLM biases and ensure that the original author’s work does not get metaphorically lost 

in translation. Every instance of LLM-generated work must be made fully transparent to the 

reader for the ethical use of LLMs. Giray (2024) highlights that:  

By embracing AI as a tool to augment human capabilities, being transparent about 

its use, and addressing ethical concerns, academia can lead the way in 

demonstrating responsible AI integration. This approach can help harness AI’s 

potential to advance knowledge and innovation while maintaining the integrity 

and rigor of academic work, ensuring that technological progress enhances rather 

than diminishes the value of human scholarship. This exemplifies collaborative 

intelligence, where humans and AI work together to solve problems. (p #6) 

Giray then states that AI shaming is counter-productive, and instead, reflecting on valid 

ethical concerns and implications as opportunities for learning and improvement is the better 

approach to addressing the stigmas surrounding AI-generated content. By taking a more 

proactive approach to using AI in written work, humans and AI can collaborate, achieving results 

that neither could accomplish on their own. 

2.1.3 LLM Hallucinations and Information Validation 

 

The use of large language models is promising, but not without its faults. Hallucination is 

a phenomenon that happens whenever an LLM fabricates data that appears to be fluent and 

seemingly coherent but is baseless (Lin et al., 2024). LLM hallucinations pose a problem to the 

credibility of LLM Chatbots and their usability in fields that require constant accurate answers. 

Figure 2.1.3.1 shows a method of answer validation has been proposed by Verspoor (2024): 



 

 
Figure 2.1.3.1:  LLM Validation Technique (Verspoor, 2024; Figure 1) 

 The method proposed in the study involves using multiple large language models to 

validate the data. In this possible solution, the first large language model produces the output to 

the question. After that, the different outputs are parsed through another LLM and used to group 

sets of possible output from the first LLM by semantic similarity. A third LLM is used to 

evaluate the first LLM’s response with a human-written answer to determine its correctness. This 

validation method can be used to verify a specific model’s general frequency of hallucination, 

what topics it is most likely to hallucinate in, and how much of a response is a product of 

hallucination. 

 Another of these methods, prompt engineering, can be used to reduce hallucinations 

(Tonmoy et al., 2024). Prompt engineering consists of experimenting with various instructions 

when requesting a specific output from an AI model. This method works by providing the model 

with more context on the topic and expected outcomes, which helps the model generate more 

accurate data. Overall, a combination of multiple validation and hallucination mitigation 

techniques can be applied to produce more reliable outputs from text-generating LLM models. 

 

2.1.4 Query-Based Retrieval Augmented Generation 

 

 One of the most significant limitations of the progression of LLM-generated content is 

hallucinations due to difficulty identifying instances of fabricated data. Retrieval-augmented 

generation (RAG) has become an industry standard for addressing the problem of hallucinations 

and information accuracy by retrieving relevant information from available data stores to 

enhance the generation process with higher accuracy and increased robustness. Query-based 



 

RAG is a specific implementation of RAG that stems “ from the idea of prompt augmentation, 

query-based RAG seamlessly integrates the user’s query with insights from retrieved 

information, feeding it directly into the initial stage of the generator’s input” (Zhao, P. et al., 

2024). Upon querying an LLM, query-based RAG would first perform a similarity search on the 

user's input into a data store to retrieve relevant data. It would then append the data to the user's 

initial input before sending it to an LLM as context for the user's initial query. The LLM would 

then generate a response using the retrieved data and return it to the user. By following these 

steps, query-based RAG systems can enhance the accuracy of LLM-generated content while 

allowing modular flexibility and being fairly straightforward to implement. Though it is effective 

in improving the quality of a variety of content generation models designed for various tasks it is 

not without its downfalls. These systems trade response time in favor of accuracy, as the 

querying of a database and data transition from the database to an LLM can often be taxing on 

the system and cause delays in response time. When implementing a query-based RAG system, 

it's imperative to keep in mind the size of data being sent to the LLM and minimize the 

turnaround time to ensure smooth operation from the user’s point of view. Avoiding a situation 

where the user waits unnecessarily long after giving a simple query to the LLM is of utmost 

importance as users may question whether the model is working and may abandon the tool due to 

its inefficiency. 

 

2.2 WPI Venice Project Center Research 

 

 Founded in 1988, the Venice Project Center (VPC) aimed to address some of the city's 

most pressing issues using state-of-the-art technology, on-site research, and various collaborative 

approaches involving local stakeholders and experts (Suyer, M. et al. 2022). 

Like other WPI project centers, the VPC focuses on global issues through technology and 

societal impact on a local scale. Its efforts are concentrated on solving problems unique to Venice 

while contributing valuable knowledge and tools to local and global communities. Although 

much of the VPC's work is supported by Venetian organizations, it aims to share its findings with 

a wider audience by utilizing the latest technological advancements such as Artificial 

Intelligence and state-of-the-art information distribution strategies. Student project teams at the 



 

VPC generate detailed reports, original databases, educational tools, and other deliverables 

provided to the VPC and its partners. The VPC maintains the technologies and data collected 

through its various projects to showcase its achievements and insights through accessible online 

resources such as the VPC Website, VPC Master spreadsheet, Venipedia, and DigitalWPI (Suyer, 

M. et al 2022).  

The VPC hosts diverse projects to address different facets of Venetian culture, 

architecture, social issues, and lifestyle. The official VPC website sorts its various projects into 

the following categories: Technology & Science, Organizations & Startups, Infrastructure & 

Mobility, Environment & Energy, Economy & Society, and Art & History. Most of these projects 

focus on issues such as tourism, flooding, and preserving the cultural heritage of Venice. These 

projects have produced many web apps, interactive maps, and other tools as well as several 

presentations which they have publicly available via their website. Given Venice's historical and 

environmental uniqueness, the research conducted by the VPC addresses many areas that had not 

been systematically explored before. The challenges associated with over-tourism and 

environmental sustainability highlight the need for up-to-date data to help Venice preserve its 

infrastructure and address modern-day problems effectively.  

The VPC has made profound impacts on Venice through its comprehensive and 

data-driven approach to local issues. By maintaining all of the technologies and data produced 

over the years, the VPC ensures that the work remains accessible for future research and 

decision-making. This ensures that local Venetian authorities and the international community 

can benefit from the insights generated. Furthermore, the VPC's projects have led to tangible 

changes in the management of local issues in environmental conservation, infrastructure, or 

cultural preservation. Many organizations now reach out to the VPC for data or to sponsor 

additional WPI projects, evident through the numerous publications featured on their websute, 

further emphasizing the center's significant role in the ongoing efforts to preserve Venice and its 

culture for future generations. 

2.3 Modern Behavior of Content Consumption 

 

 While the wealth of information on Venice generated by the VPC is impressive, it is 

difficult for a single person to understand the extensive data and written material. A single IQP 



 

report can range from fifty to sixty pages, and data sets can often be incomprehensible to the 

layperson. For example, “in a study conducted by Microsoft, the average attention span of 

teens and young adults in the year 2000 was 12 seconds. In 2016, the seconds reduced to 

eight; lower than a goldfish’s“ (Whalen, 2019). This shows the effect that digital and social 

media have had on the average person, reducing their attention span by 33% over sixteen 

years in which digital media had a massive uprising. With such a significant decrease in 

attention span, the ability to focus and accurately comprehend the contents of such long 

research reports has been significantly diminished. The social media landscape changed 

drastically with the introduction of short-form content almost a decade ago in 2016. According to 

From Binge Watching to Binge Scrolling: The Impact of Short-Form Video on Our Attention 

Span, short-form content induces a constant switching of attention between various tasks, and 

“constant switching of attention can lead to a decrease in focus and concentration, ultimately 

impacting our ability to retain information and engage in deep thinking” (Technology Dot Org, 

2023). 
According to Reading Behavior in the digital environment: Changes in reading behavior 

over the past ten years, “the younger generation growing up in the digital environment lacks the 

ability to read deeply and to sustain a prolonged engagement in reading” (Liu, 2005). Liu 

attributes the lack of ability to read a piece of writing in-depth to the boom of digital reading and 

the sheer quantity of articles and information available. This study was conducted in 2005 when 

digital media exposure was significantly less than modern standards. While it did exist social 

media was still in its initial stages so there was not yet as profound an effect on society, at least in 

comparison to recent years.  

This study focused on the idea that digital media is mostly used to find quick information 

about topics, people look for keywords just to understand the surface level or get a quick answer, 

whereas in-depth reading is used to understand a topic in-depth and with clarity. The article 

references a 2003 study in which surveys were taken regarding reading practices. Students were 

asked under which circumstances they would use which format of reading, the formats being 

digital content that was printed, digital content that was not printed, and original printed content. 

”Eighty percent of students prefer to read a digital piece of text in print to understand the text 

with clarity” (Liu, 2005). Furthermore, “Nearly 68 percent of respondents report that they 

understand and retain more information when they read printed media” (Liu, 2005). Finally, the 



 

study states that “They note that undergraduate students who read online text find the text more 

difficult to understand, less interesting, and the authors less credible than those who read the 

printed version” (Liu, 2005).  

 Despite printed readings being obviously more understandable and objectively better at 

getting readers to consume text and understand it to some depth, according to the survey 

conducted in the article, why is it that people still turn to faster forms of media to get quick 

inputs of information or simply skim the long articles they come across? According to Liu, 

“Because of the growing number of scientific journals and expansion of the volume of these 

journals, readers of scientific journals cannot keep pace with the literature and are forced to skim 

journal articles the way that many readers skim newspapers. This trend tends to be more 

intensified in the web environment. Most people tend to read the first screen of text only. A total 

of 90 percent of people reading a web page do not scroll down” (Liu, 2005). Due to the 

information available being so vast and diverse, the average reader most likely will not spend 

time reading all the information in depth or taking the time to understand the research or 

methodology. In the worst-case scenario, the reader may be intimidated by the sheer length and 

weight of each text and avoid reading the research at all.  

Coming up with a way to condense this information to tailor it to the modern average 

attention span is beneficial for the VPC. Accurately summarizing the information from a large 

report and putting it in terms that a layperson could understand would greatly benefit not only the 

interest and intrigue of the reports but also the level of understanding that the reader acquires 

from the information.  

 
 

 



 

3.0 Methodology 

 

The project's goal was to identify viable applications of artificial intelligence for the VPC 

to enhance access to its various projects and findings. By developing functional prototypes, the 

VPC would have a variety of tools to work with utilizing AI technology to enhance productivity 

and improve the quality of future endeavors. For this project, AI is defined as the use of machine 

learning models, natural language processing, and other automated systems to process, analyze, 

and generate content from data. 

To achieve this goal the team completed the following objectives: 

1. Explore the use of AI for the VPC’s research 

2. Produce functional prototypes of various AI tools for the VPC 

3. Examine how AI can be utilized in future research for the VPC 

 With the variable scope of AI tools available, it was imperative to limit the scope of tools 

we consider to that of ones backed by large companies such as Google, openAI, or Meta due to 

their reliability and longevity. Our aim was to explore as many differing tools and their 

applications as possible, making sure to limit our timeframe of testing to allow the exploration of 

multiple uses of AI across the seven-week period. We were also limited by the VPC database, 

with its various CSV files and project reports being our only source of data when utilizing these 

different models. Without access to a server to host our own model the possibility of developing 

a model trained on just the VPC data was eliminated. 

3.1 Explore the use of AI for the VPC’s research 

To experiment with possible AI tools that could apply to the VPC, we first had to 

discover what AI tools are even available. To pick what tools to test, we based our decisions on 

popularity and accessibility. For example, many people like to modify existing LLM models and 

upload them on https://huggingface.co/models for others to download and use for free (Figure 

3.2.1). As of publication, a quick search on their website shows more than one million LLMs that 

are available for download and use. While downloading and using them is free, the computing 

cost is not. To use these models in a production environment, we would have had to purchase or 

rent out a server to host the model. This server would also require heavy duty and expensive 

https://huggingface.co/models


 

hardware to run these models. There are many other issues associated with this approach as well, 

including but not limited to the cost of network traffic, cyber security, and hardware 

maintenance. For this reason, we prioritized tools and LLMs hosted and maintained by third 

parties that allowed us to send requests to their servers. We focused primarily on tools that were 

made or hosted by large, trusted companies, ensuring the services’ longevity. Such companies 

include but are not limited to OpenAI, Anthropic, Meta, and Google. This also ensured the ease 

of maintainability of our software prototype by any future ChatVPC teams to come. 

 
Figure 3.1.1: Number of LLMs on (https://hugginface.co/models), 2024 

  

Experimenting with AI tools meant we had to define a way to categorize, test, and rate 

them. Defining a standard rubric to assess any tool we encountered was key in finding the best 

possible tool that could apply to the VPC’s needs. The metrics defined had to be applicable to 

every tool and accurately represent that given tool’s potential and downfalls. Much of this data 

was gathered directly from the tools’ documentation, but we also tested these tools ourselves. We 

also had to identify what metrics are the most critical and what dealbreakers a given AI tool can 

have. For example, if inputting a single paragraph in English into a given LLM service costs ten 

U.S. dollars but the output is free, we can still safely omit that LLM from any future testing since 

it is clearly not scalable for the VPC’s needs.  

 There are a few metrics that were needed to assess every tool by, which are included in 

the tools’ specification documentation. Firstly, we needed to measure the maximum input and 

output number of tokens a tool allows since it determines what kind of material that can be 

generated from it. We also needed to record the associated costs with each as it was a major 

determination in a tools viability. Another factor that was important was whether the tool allows 

files as input. This is especially important because much of what the VPC produces are reports, 

which are often in PDF format. The VPC also produces a lot of raw data, often in the form of 

comma separated values (CSV) files. In the case of LLMs, not allowing file upload means that 

https://hugginface.co/models


 

we had to use another service that translates these files into ordinary text for the LLM to 

consume, which is another added cost. In the case that the tool permits file uploads, we also 

recorded if there is an added cost associated with uploading/inputting files. An additional factor 

to consider would be context length (in tokens), which determines how long or how much a 

given tool, particularly LLMs, can remember. For example, in the context of a chatbot, this 

would be quite an important metric to consider since a small context window means that the tool 

would perform poorly in the scenario that a user has a long back-and-forth conversation with the 

chatbot. A small context window means as the conversation goes on, the chatbot would forget 

what they have previously talked about sooner. 

 Performance and reliability were important metrics to add to our rubric. Some of the 

metrics to test were model size (parameters), perplexity (prediction), and BLEU, ROGUE, and 

METEOR scores. Model size generally represents how complex and adaptable the model is: 

“Broadly, for most tasks we find relatively smooth scaling with model capacity in all three 

settings; one notable pattern is that the gap between zero-, one-, and few-shot performance often 

grows with model capacity, perhaps suggesting that larger models are more proficient 

meta-learners” (Brown et al., 2020). Model size can also be found directly from the LLMs 

specification documentation, and are often specified in the magnitude of billions. Perplexity is a 

standard measure of how well the model can predict the next token. BLEU, ROGUE, and 

METEOR scores are also standard measures used to evaluate and benchmark text generation 

tasks, including translation, summarization, and paraphrasing. These metrics were sourced from 

publicly available benchmarks and tests. Since we are prioritizing more popular models, we did 

not have to benchmark these tools ourselves and instead used existing benchmarks. Most of these 

metrics are based on text generation, so they unfortunately cannot be used to evaluate audio or 

image generation which is still fairly new territory for the field. 

Response time is a critical metric to measure since it greatly affects the end user of our 

product. We manually had to test each model under the same conditions. These conditions for 

example could be testing a large input or output length in text, testing multiple input files, or 

testing response time with different output mediums such as audio (if applicable). In 2006, a 

study by Amazon found that for every one hundred milliseconds added to a page loading cost 

them one percent in revenue, which is the equivalent (as of publication) more than 3.8 billion 

U.S. dollars (Amazon Study, n.d.). Another example is from Akamai, who is an online retailer, 



 

which claims that 53 percent of mobile site visitors will leave their page if it took longer than 

three seconds to load (Akamai Online Retail Performance Report, n.d.). While we are certainly 

not under the same kinds of business pressures that these examples illustrate, they show just how 

critical speed can be to end users. 

The features of each tool were a key metric in our assessments. These may include audio, 

video, file, and image output, which enabled us to prototype a more versatile and user-friendly 

application. Privacy and responsible data handling were also critical factors. We noted in our 

evaluation whether there could be potential ethical concerns, particularly when using third-party 

hosted services that disclose their data practices. Our rubric considered a combination of 

features, capabilities, price, performance, reliability, data handling, and speed (See appendix). 

This comprehensive assessment framework guided us in evaluating AI tools and identifying the 

most viable solutions for the VPC. 

 To explore the viability of the various AI tools selected for this study, the group 

considered the metrics described in the previous objective, while considering the different 

metrics found with different weights. After finding the values for each of the AI models, the 

group categorized the individual values based on their desirability. For this, the group has 

defined “Green Flags,” or values that we believe are the best for that specific metric, and “Red 

Flags,” or values that we believe are completely undesirable and invalidate the use of a specific 

model completely. Specifically, the Green Flags the group desires in an LLM are the following: 

- Low cost: the lower the cost, the easier it is for the VPC to implement the LLM in 

a greater scale in the future. 

- More parameters: the more parameters, the “smarter” a model is. This Green Flag 

is also evaluated against the Perplexity, and the BLEU, ROUGE and METEOR 

scores for that LLM. 

- High context length: having a higher context length would allow the LLM to 

maintain understanding for a longer input. 

- High Max Output Token: the higher the amount of output tokens an LLM allows, 

the longer the content it is able to produce.  

- Allowing File Input and Output: because the reports produced by the VPC are 

mostly in a .pdf format, allowing file input would greatly increase the amount of 



 

VPC data that a model can process. Also, allowing file output broadens the 

horizon of content forms that this study would be able to produce. 

In this system of evaluation developed for this study, the group had concerns over the use 

of specific models. The Red Flags the group looked for are as follows: 

- High cost: the group looked for a tool that has a cost below 0.016 (USD per 1 

thousand tokens) for output and 0.005 (USD per 1 thousand tokens) for input. A 

cost higher than this would not allow the VPC to have multiple users accessing 

the data for a viable cost 

- Low parameters: less than 70 billion parameters in a Large Language Model 

would likely not be enough to produce quality summaries and generate good 

enough output for the VPC’s needs. This metric would also be evaluated against 

the Perplexity, and the BLEU, ROUGE and METEOR scores for that LLM. 

- Ethical Concerns: if inputting data into a certain LLM generates ethical concerns 

based on the ownership of the data or the use of the inputted data for model 

training, the model will be disconsidered for VPC use. 

Upon categorizing each of the values in the developed metric for individual models, the 

group discarded the models that had Red Flags, and ranked the rest of the models into how they 

would be useful to the other objectives listed in this study. Based on this systematic approach, the 

group was able to discover how each potential tool would be used before developing any 

prototypes. This would be used to save time when developing different tools by discarding tools 

that would not be useful in the study. After finding the viable AI tools, they were able to 

accurately compare them to use them to accomplish the other objectives in this study. 

3.2 Produce functional prototypes of various AI tools for the VPC 

 After researching the viability of various tools and their associated determinants and 

benefits, the team worked to apply these tools to the VPC’s facilities. When looking to apply 

these tools, the team needed to be conscious of the time frame to develop these tools and the 

availability of resources to implement them. When looking to implement AI tools to increase 

productivity and disseminate information it was imperative to have an intimate understanding of 

what data was available to us, what types of projects are being conducted, and how the VPC 

operates. The VPC has indicated that most of its project data is held within various CSV files 



 

that are accessible via their website. Their student project reports are also accessible on their 

website in predefined categories, along with numerous applications that have been developed 

over the years with widely varying functionalities. With such a wealth of project data, the team 

could better identify how AI can enhance productivity along with what data can be fed to an AI. 

The VPC has done an exceptional job in keeping these project reports consistent and easily 

accessible making this task significantly easier. Most models can be prompted using project 

reports, but actually inputting CSV files may prove more effective for the models that can handle 

it. 

 First, we selected opportunities to implement AI into the VPC workflow. Some of these 

opportunities consisted of mediums such as audio generation, image generation, text generation, 

or a chatbot. These opportunities served as the main deliverables of the project, and aim to 

enhance various aspects of the VPC including information dissemination and project workflow. 

The initial brainstorming of potential implementations of functional prototypes was crucial in 

identifying what tools could actually be implemented or at least tested within our timeframe. At 

this point, the group met to discuss which AI tools would be most effective in implementing a 

given medium. By analyzing our previous assessment of the AI models we were able to identify 

which platforms should be disregarded and which would be most effective based on factors such 

as cost, tokens in tokens out, response time, and many more. It was crucial to test various models 

for the same objective to identify which model was most effective. Various methods could be 

used to compare these models, but generally, the team focused on the accuracy of the 

information produced, response time, and the amount of tokens it can input and output. 

Once the tools were identified we began our initial design of the deliverable and planned 

how it could be best integrated into the VPC's current frameworks. Our design process 

considered numerous variables including an aesthetically pleasing design, human-computer 

interactions, and functional aspects. Throughout the development process, we constantly assess 

the viability of any prototypes, and if it becomes clear the prototype may not be feasible, we 

terminate the production and begin on another product. This ensures we do not get stuck on one 

prototype that won't be usable and gets us to explore various possible mediums without spending 

too much time on one. Upon the completion of a given product, we presented our findings to our 

sponsors for any feedback, implemented any quick fixes or changes, and then repeated our 

development process for the next product. This workflow ensured the exploration of our various 



 

ideas while still ensuring the team has some functioning prototypes by the end of the project. 

By being conscious of our timeframe and constantly reassessing the feasibility of our 

deliverables, the team ensured various applications of AI technology into the VPC have been 

explored and can be researched further in the future if it seems to be feasible beyond the scope of 

our project. Adhering to this philosophy layed groundwork for future teams to not only utilize 

tools we’ve produced but also consider further areas of study into the AI field that may deserve 

to be its own project due the the complexity and recency of the subject. As AI has been rapidly 

developing in recent years the possibilities will grow exponentially over time. By exploring 

various implementations we identified possibilities that are not currently feasible due to 

technological limitations, but would undoubtedly be explored in the future after AI has been 

further developed. 

3.3 Examine how AI can be utilized in future research for the Venice 

Project Center 

 With the recent boom of AI, it can become a useful tool that is utilized by the VPC to 

automate tasks that would otherwise be quite tedious. Our research and examination of AI, its 

current capabilities, and scope can be useful to future VPC projects in determining which AI 

tools are useful and how they are useful to their individual projects. This research was then 

organized into a table for future use by the VPC. It serves as a baseline that can be used as a 

reference by future VPC groups.  

 Through the completion of the project, it was critical to assess,  

● How can we utilize AI tools that are manageable for future VPC projects? 

● How can we utilize AI tools in a way that is scalable and applicable to various VPC 

projects? 

● Are there general AI tools that can be applied to most VPC projects?  

● Should there be an array of AI tools that are documented so that they can be used in 

specific scenarios for different projects? 

 Our review focused on how these entities are able to make the utilization of AI scalable 

and general enough for their operations. By understanding common techniques that have been 

utilized by these companies we were able to understand what general aspects we should 



 

incorporate into our deliverables so that future VPC students know how to utilize AI in their 

future research. 

 We are going to organize the information that we find in the form of a reference table, 

which could be represented as a database that can be utilized by future VPC groups. This 

database consists of information such as, what the AI tool is predominantly used for, its 

accessibility to the general public, how to use that AI tool and all its features, and the time in 

which that given entry on the given AI tool was updated. The update time is essential to this 

table as AI is a growing technology and is rapidly changing. This table is meant to provide a 

starting point of research for future groups to build off of so entries are to be updated as 

applications change. This database is an essential part of our project as it provides a quick and 

intuitive way to compare AI models without a complex understanding of the technology or 

extensive research.  

For example, earlier in our methodology we discuss red and green flags of AI’s with one 

example of a red flag being if the AI uses inputted information and user behavioral patterns to 

train itself. Somebody who is not well versed in AI technology, would not understand how or 

why this is a red flag and may not take the time to research or look in depth regarding the tool. 

We created a database of recommended AI models that can be quickly searched, so that VPC 

students can find accurate and helpful information to safely use AI tools to assist them in their 

projects.  

3.4 User Testing  

 After the completion of our previous goals and final polishing of the website was 

complete, the group conducted a user study of current VPC students to see how the website 

could be useful for their own projects, and what tools they’d like to see in future iterations. The 

test aimed to gauge the usefulness of the current tools to students and provide further 

groundwork on future exploration of AI technologies for the VPC. User testing aimed to assess 

the ease of use and accessibility of the current website in conjunction with functional aspects and 

intuitiveness. The test helped determine what tools should be further developed for improved 

capabilities and which tools could be left as is or removed if deemed unnecessary for future 

students.  



 

The user was asked to perform specific tasks by the investigators on the ChatVPC 

website. They were expected to complete the tasks within a ten-minute time frame. Upon 

completion of the assigned tasks, they had five minutes for free exploration and use of the 

website as they saw fit. 

Finally, they were asked to participate in a guided interview for ten minutes answering 

questions about their experience with the website and asking for recommendations for future 

development. The interview consisted of an investigator asking questions while another one took 

notes of their responses. Interviews took place in private locations, in-person or on Zoom, if 

requested.  



 

4.0 Findings 

 Throughout our current development cycle, we have been able to develop 3 separate AI 

tools along with an AI model evaluation tool. The tools are accessible through our website 

developed using Typescript, PostgresQL, PrismaORM. Our tools mostly focused on the 

utilization of LLM for text and audio generation due to image generation not having many 

implementations applicable to the VPC at its current level of development.A 

4.1 Initial Design 

 While developing the application it was imperative to consider the user experience and 

interactions with the website in order to achieve an intuitive and easy-to-use design. To assist in 

the development of the website we utilized a variety of shadcn/ui, a collection of prebuild 

website components, along with TailwindCSS, a framework for website styling, which were able 

to speed up the development process in our short timeframe and allowed for an aesthetic design 

that was consistent throughout the website. The following are screenshots of the final website 

featuring all of the pages and some of their functionality. Explanations of the individual tools are 

detailed in sections following the screenshots. 

 
 
 
 
 
 
 



 

 
Figure 4.1.1: Initial Landing page 

 

 
Figure 4.1.2: Evaluations Page 

 
 
 



 

 
Figure 4.1.3: Add Model Page 

 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 
Figure 4.1.4: Add Model Page (Form) 

 

 
Figure 4.1.5 Tools Gallery 

 
 
 



 

 
Figure 4.1.6: Chatbot 

 
 

 
Figure 4.1.6.1: Chatbot with Recommendation and Query 

 
 
 
 



 

 
Figure 4.1.6.2: Chatbot with Recommendation and Query Output 

 
 

 
Figure 4.1.7: CSV Chatbot 

 
 
 



 

 
Figure 4.1.7.1: CSV Chatbot with Query and Response 

 

 
Figure 4.1.8: Report Chatbot 

 
  
 



 

 
Figure 4.1.8.1: Report Chatbot Query and Response 

 
 

 
Figure 4.1.9: Podcast Generation Page 

 
 
 



 

 
Figure 4.1.9.1: Podcast Generation Loading 

 

 
Figure 4.1.9.2: Podcast Generation Output 

 
 
 
 



 

 
Figure 4.1.10: Recommendations Page 

 

 
Figure 4.1.11: About Us Page 

 
 



 

4.2 Large Language Model Evaluation Tool 

 

 The first tool we were able to develop was a Large Language Model (LLM) Evaluation. 

The table has information useful to future VPC students in deciding which AI tools to use 

depending on their computation capabilities and different features of the LLM. Using this table a 

group can infer if a given LLM has the capabilities that the team is looking for so that they don’t 

have to start from scratch and research various AI tools in order to determine the best one. For 

example, if a group needs to find an LLM that supports file input and output, our table lists all 

the LLMs that support file input and output.  

The tool provides functionality to filter a table of models by various different parameters, 

that were determined based on the previously outlined green and red flags discussed in our 

methodology, including but not limited to token input and output price, model size, or file input 

and output. The tool includes extensive explanations on how to properly add an AI model to the 

table, as highlighted by figure 4.1.3. The user is expected to collect the information in the 

highlighted fields in the form in figure 4.1.4 which can most often be identified within a model's 

specifications. The tool would then take the “Your Models Output” field and generate bleu, 

rouge, and meteor scores. These scores are defined in our background research, however here is 

a quick description of what these metrics measure: 

1. Bleu: Measurement of the difference between an automatic translation and 

human-created reference translations of the same source sentence. The bigger this 

value is, the better the model is. 

2. Rouge: Compare an automatically produced summary or translation against a 

reference or a set of references (human-produced) summary or translation. 

ROUGE metrics range between 0 and 1, with higher scores indicating higher 

similarity. 

3. Meteor: Evaluation metric for machine translation that improves over traditional 

metrics like BLEU by incorporating linguistic features such as synonymy, 

stemming, and word order, and placing more emphasis on recall to better align 

with human judgments of translation quality. The bigger the value is, the better 

the model is. 



 

 These metrics are also explained in a popup right on the table in case of confusion as to 

what the metrics mean. Upon calculation of the scores, the model would be added to the table 

where it could then be compared to other models in our database. 

4.3 Report Chatbot 

 

 After developing our LLM evaluation tool, we began the development of a chatbot 

capable of responding to VPC-specific questions. Our initial plan for the chatbot was to feed the 

LLM project reports as context for a user’s query to provide an accurate response. Using our 

evaluation tool we decided to develop the tool using Gemini 1.5 Flash due to its ability to handle 

file uploads, significantly larger number of input tokens, and it is free to use. We began 

development of the tool creating a frontend database and an API to communicate with the LLM. 

With these two completed we had our first iteration of the chatbot which essentially acted as a 

way to communicate with Gemini 1.5 Flash using our website to ask questions and receive a 

response, but it had no information about the VPC making it incapable of answering 

project-specific questions. We then implemented a vector database utilizing Pinecone to achieve 

query-based retrieval-augmented generation. By vectorizing project descriptions provided by the 

VPC project report master sheet, we were able to design a system to retrieve the most closely 

related project reports to the user's query. The system followed these steps to achieve our desired 

result: 

1. The user would type a question into our chatbot and hit send. 

2. The user's question would be routed to our vector database and a semantic search would 

be performed. 

3. Vector database would return the titles of the closely related projects. 

4. Project reports would be uploaded from our database to the LLM along with the user's 

question 

5. The response would be received and displayed. 

Though this system was successful we quickly realized several flaws with our approach. 

To start with, using an external service for our vector database (Pinecone) caused excessive 

network traffic that could be abstracted by having the vector database in our current schema. 

Along with that, handling retrieving the files and uploading them to Gemini 1.5 Flash made the 



 

chatbot impractical due to the atrocious response time which we found could be over fifteen 

minutes in some cases. On every user query, each individual report retrieved from the vector 

database would have to be downloaded locally to a temporary file, uploaded to Gemini 1.5 Flash, 

and then analyzed before being able to respond. The downloading portion could have been 

removed by downloading the project reports into the website code but that would make the 

application unnecessarily large. Each individual project report could be anywhere from fifty to 

one hundred pages, so storing them or attempting to send more than one at a time wouldn’t make 

sense. After some testing, we found the system actually did work fairly well if you only sent one 

project report at a time, so we began the next iteration of the chatbot. With our new system, upon 

the user typing into our chatbot’s interface the semantic search would be performed dynamically 

pulling the top three closely related projects to the user's query. These projects would be 

displayed above the chatbot window so the user could see the updated recommendations as they 

changed. The user could then select one of three recommended project reports to ask questions 

about. We discovered the response time could be a bit long the first time a question was asked 

about a project report. So we decided to switch to using Gemini Pro as it had the same benefits as 

the previous model but with quicker response times at the cost of being a little less “intelligent”. 

The chatbot at this stage was actually fairly useful, allowing users to quickly receive answers to 

project-related questions. Upon testing this version of the chatbot we discovered a glaring flaw 

that we had been ignorant of: the project reports actually did not include much of the data 

actually collected during the span of the project. When asking the chatbot questions at this stage 

it could give key insights into how projects were conducted, conclusions, and findings but it was 

unable to answer specific questions such as “How many fountains are there in each Venetian 

burough”. After discovering this, it was decided that it would be best to create a chatbot that 

could handle the open data collected by the VPC commonly stored in CSV files and began our 

development of another tool which is touched upon later. However, as we were hoping the 

chatbot would be our main deliverable, we decided to try one more approach to hopefully enable 

the chatbot to more accurately answer questions by pulling sections of papers across multiple 

different project reports. The approach involved parsing the project reports into 1000 token 

chunks, with 100 tokens of overlap to ensure coherence, which would then be stored in our 

existing database which could then have a semantic search performed. This would allow multiple 

snippets of useful information to be pulled from various different project reports before being 



 

sent as context for a user's question allowing for quicker analyzation of the provided project 

report chunks and more accurate responses. 

 

4.4 Podcast Generator 

  

 Inspired by NotebookLM’s podcast generation tool, an application developed by Google 

to create podcasts and answer questions related to a given pdf file, we decided to investigate the 

possibility of having our own program that would take in IQP reports and generate five to 

ten-minute podcasts regarding the content of the inputted report. We were able to utilize Python 

libraries, ChatGPT tts-1, and Google Gemini 1.5 Flash to make this application feasible. The 

Python libraries were used to save, parse, and feed the PDF input into both ChatGPT and Gemini 

which were also used to save the outputted data to link it to a voice that would be played in the 

resulting podcast. Google Gemini was used to create the transcript and ChatGPT was used to 

create the sound bytes that would be played throughout the duration of the podcast. ChatGPT’s 

tts-1 model was used as it was the only model capable of generating audio files within the major 

organizations we researched. The script writing was delegated to Gemini due to the cost 

restrictions imposed by ChatGPT.  

 The flow of events of this application are as follows: 

1. The user sends a pdf to our program which is then saved and parsed into a string by 

Python’s “pdfReader” library. 

2. The string is then sent to Google Gemini in order to create the transcript of the podcast.  

3. The transcript is fed into ChatGPT and the audio is created.  

4. The generated audio is then sent back to the client and formatted into a mp3 file to be 

downloaded onto the client's local machine.  

 Unfortunately, ChatGPT’s API’s keys have an associated cost per 1000 token input and 

output so depending on the size of the pdf input it may cost anywhere from five to thirty cents to 

generate a podcast. Due to this, the program could be easily exploited and therefore is not hosted 

to the general public. Anyone who would like to utilize the tool will need the podcast-generating 

program running on their local machine and must be given SerenDPT’s ChatGPT API key or get 

their own. 



 

 Another reason that this program is not hosted is due to the fact that it is a serverless 

function. A serverless function is a program that exists for a short period of time and does not 

permanently reside on some machine. So if we were to call a serverless function, the program 

would run for the duration of the call and then be terminated immediately after. The problem 

with serverless functions is that there is a timeout to these functions which is usually anywhere 

from ten to thirty seconds. Due to the complexity required to generate a podcast, the tool always 

exceeds the thirty second limit. So in order for us to host this program on a platform that 

supports serverless functions existing for ten minutes, we would have to pay a monthly charge of 

at least twenty dollars per month (Vercel Pricing). Instead of hosting the tool the code’s Github 

repository was handed over to the VPC so that students can run the program on their machine 

locally. They will need access to SerenDPT’s ChatGPT API keys in order to run the program 

successfully.  

 

4.5 From CSV File to Chatbot Response 

 

 We began the development of a chatbot capable of handling the CSV files provided by 

the VPC. The CSV chatbot would theoretically be able to answer data-specific questions. By 

passing the headers of a CSV file that correspond to a database relation that stores the data in that 

CSV to Google Gemini’s Gemini 1.5-Pro, the model is able to return queries that can search for 

the corresponding data in the database. The choice to use Gemini 1.5-Pro stemmed from the 

worries that Gemini 1.5-Flash, which despite working much quicker than Gemini 1.5-Pro, does 

not have as many parameters, and therefore is more likely to return incorrect information. When 

using the tool, if a user asks, for example, “What are the fountains with the greatest waterflow in 

Cannaregio?,” the LLM returns a query, that is, a systematic way of retrieving data from a 

database – based on the information about the CSV that is passed down to it – that can return that 

exact information. The user is then able to further prompt the chatbot tool on the information that 

has been returned. The initial prototype present with this study only has the capability to answer 

questions about the fountains in Venice, extracted from the Venice Project Center’s website, 

veniceprojectcenter.org/opendata. The choice to only have one CSV was made to simplify the 

programming process, and because this tool was developed as a proof of concept. 



 

The prompt used to generate the query returned by the LLM is as follows: 

You are a chatbot that is meant to give back an PostgreSQL query on a specific 

schema based on the users question. Do NOT give back anything else other than 

PostgreSQL queries. If you are return an SQL query, start the query with ```sql 

and do NOT include anything else in the message. Limit the amount of rows you 

would the query show to 25 rows. Do not select all of the columns. Only select 

the columns relevant to the users question and the wiki friendly name for the 

fountains. In your SQL statements, ALWAYS add quotation marks around the 

name of the relation in the FROM field. Always filter out NULL values from the 

results. Only return the user another SQL query if they request you to do so. You 

will then answer questions based on the result of the query, not necessarily only in 

SQL. This is the prisma schema you will use to reference: 

  

 This prompt is also given with the information on what kind of data is in the database that 

the chatbot querys. By providing the LLM this prompt, the response after being provided the 

user question is tailored to be a specific query that Postgres is able to handle and is appropriate 

given the current dataset. The result is then checked for whether the bot returned a query or a text 

response. If it returns a query, the response is run in our database, otherwise, it is returned to the 

user as a plain text message. When the chatbot runs a query through the database, the results of 

the query are shown in the text message in the shape of rows and columns, as a spreadsheet 

would. This tool can be used to find quick quantitative information about the raw data that is 

present in the VPC’s website. The tool can also be used to prompt for some qualitative data, such 

as additional notes, percentage risk, etc. 

 

4.6 User Testing 

 User testing was conducted on a total of ten students currently conducting research 

projects at the VPC, covering two members from each project group. The testing provided a 

number of insights into the limitations of the chatbots developed and gave key insights to the 

direction future groups should investigate. 



 

 Starting with the report chatbot utilizing Gemini 1.5 Flash a number of problems arose 

throughout user testing. The most glaring issue was the lack of onscreen indication when an error 

occurred, leaving the user expecting a response to be generated when none was coming. The 

issue could quickly be fixed within the code of the website, but the more significant problem was 

the frequency errors occurred and no response was returned. Upon further investigation of the 

returned error it was identified as an error returned from Gemini and not from the website's code 

itself. Though Gemini offers a variety of free API keys to a number of models, it seems as 

though these models frequently become overloaded with requests and become unresponsive. 

Another problem arose from the accuracy of the responses that were provided. Often when a 

response was obtained, according to the users testing the chatbot, the answers to their questions 

would on occasion be slightly off from the correct answer or require further prompting further 

prompting in order to obtain the correct answer. This issue most likely stemmed from two 

primary sources: inaccuracy of project reports, and confusions of the model. 

 For the CSV chatbot utilizing Gemini 1.5 Pro many of the same issues were persistent. 

Firstly was the lack of an error message for the user upon failure. Upon being asked a question it 

had no answer to it would return “No Data” which was the desired result, but unfortunately, any 

further prompting after that instance would result in a “No Data” response despite being asked a 

question it should have the answer to requiring a refresh of the page to fix. The reason for this is 

because of the chatbot's ability to “remember” previous responses, making it think it doesn’t 

have data for any future questions. In some cases further prompting was needed to obtain an 

accurate answer. Additionally, faulty data held within the CSV’s made the responses spotty at 

times. For example, when questions on the number of fountains per boroughs was asked, it did 

return correct values for each of them but also said there was a boroughs in Venice named 

“True”, “0”, and some duplicates like “san marco” and “San Marco” being counted as different 

boroughs.  

 To address these issues a number of steps would need to be taken. First an extensive 

review and cleaning of the VPC’s CSV data would be necessary to remove duplicates or faulty 

data. By doing this accuracy and response time of the chatbot would be improved and allow for 

easier integration of additional csv files in the future. For the report chatbot further controlling 

what text is being sent aligned with the prompt would enable more accurate responses. If, for 

example, we could parse out specific sections of papers and identify what sections a user wants 



 

information from before sending it to the model would improve accuracy. Swinging to a different 

model may also provide more accurate responses as the choice of Gemini 1.5 Flash was 

primarily to avoid long wait times after prompting the chatbot. To avoid the frequent errors from 

Gemini investing in a paid API key may be able to significantly improve the reliability of the 

chatbots and provide an improved, and more useful, user experience. 

 Despite the glaring issue identified by the user study all the subjects identified the 

potential of the technology with further development. With further expansion of the tools 

currently available, and proper investment into the proper hardware and software, the users saw 

the potential for the technology to be a highly beneficial tool in the execution of their individual 

projects.  



 

5.0 Conclusions 

This project demonstrated the potential for integrating artificial intelligence into the 

VPC’s workflow, focusing on improving data accessibility, usability, and impact assessment. By 

creating prototypes such as chatbots for reports and CSV data, a podcast generator, and an AI 

evaluation tool, we explored how AI could transform the VPC’s extensive data into actionable 

insights and user-friendly formats. Each tool addressed specific challenges, such as summarizing 

dense academic reports or answering data-specific queries, while considering ethical 

implications and user accessibility. 

Our findings underline the importance of AI in automating repetitive tasks, improving 

user interaction, and expanding the VPC's impact. Although challenges remain, such as response 

times for chatbots and the technical complexity of integrating AI systems, the tools developed 

during this project provide a strong foundation for future work. An iterative development 

approach allowed us to refine functionalities based on performance and feedback, and lay crucial 

groundwork for future teams to expand the functionalities available to better integrate AI into the 

VPC wokrflow. 

 



 

6.0 Recommendations and Future Work 
 

 For enhanced usability and scalability of the tools developed, it is important to refine the 

systems to improve the response times and to integrate more efficient data handling solutions, 

such as local vector databases to query faster. It would also be pivotal to improve the CSV 

chatbot to cover more use cases and provide precise, context-sensitive answers. In the case of the 

CSV chatbot, it is paramount to include data from other reports into the tools, considering that it 

is currently only able to answer questions on the fountains of Venice. For improved user 

experience, the team would recommend adding a section where the users can see what 

information is in the data, so they know what questions they can ask from it.  

 Finding a better hosting solution would also positively impact the project, as hosting 

long-running serverless functions at a inexpensive cost proved to be an impossible task. 

Moreover, providing a way to fetch recently updated VPC IQP reports to update the pool from 

which the tools can retrieve data ensures the system stays relevant and accurate over time. 

 In addition to these, improving the integration of Artificial Intelligence tools, such as 

image recognition for analyzing visual data in reports and implementing predictive analytics for 

long-term impact assessments would be great tools to include in the project and are likely to 

greatly impact the future usability of the website and its tools. Furthermore, the addition of a 

feedback mechanism would likely help users suggest what they want to see in the website 

directly, without having to contact somebody outside of the website. 

 For storing and querying an LLM, the response time and quality of the answers could be 

greatly impacted by securing resources for hosting and scaling AI applications, such as dedicated 

servers or cloud-based solutions for seamless operation. Furthermore, it would be beneficial to 

the VPC’s AI efforts to explore the viability of hosting an LLM model to lower costs and 

enhance data security. 

By building on the groundwork established in this project, the VPC can further harness 

AI to enhance its contributions to future VPC project groups, ensuring sustainable and impactful 

use of its data and research.  
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Appendix A - Evaluation Metrics: 
Pricing And AI Tool Information  
 
Tool 
Name URL 

Price per 1K Token Input 
(USD) 

Price per 1K Token Output 
(USD) 

Terms & User Agreement 
URL 

Ethical Concerns 
(Y/N) 

 
Performance 
 

Tool 
Name URL 

Context 
Length 
(Tokens) 

Model Size 
(Billions of 
Parameters) 

Perplexity 
Score 

BLEU 
Score 

ROGUE 
Score 

METEOR 
Score 

Input Response 
Time (ms/1K 
Token) 

Output Response 
Time (ms/1K 
Token) 

 
Capabilities And Features 
 
Tool 
Name URL Max Output Token Max Input Token File Input Allowed(Y/N) 

File Output 
Allowed (Y/N) 

Additional/Other 
Features 
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